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ABSTRACT
English speakers use vertical language to talk about power, such as when 
speaking of people being “at the bottom of the social hierarchy” or “rising to 
the top.” Experimental research has shown that people automatically associ
ate higher spatial positions with more powerful social groups, such as 
doctors and army generals, compared to lower spatial positions, which are 
associated with relatively less powerful groups, such as nurses and soldiers. 
However, power as a social dimension is also associated with gender. Here, 
by means of a reaction-time study and a corpus study, we show that profes
sions that display greater gender asymmetries, such as doctor/nurse, exhibit 
stronger vertical associations. Moreover, we show that people’s perception 
of vertical metaphors for power depends on their own gender, with male 
participants having stronger vertical biases than female participants, which 
we propose is due to the fact that men are more prone to thinking about 
power in bodily terms, and to associate it with physical dominance. Our 
results provide clear evidence for individual differences in metaphor com
prehension, thus demonstrating empirically that the same metaphor is 
understood differently by different people.

Introduction

Metaphor pervades thinking about our social lives (Gibbs, 2011; Landau, 2017; Landau, Meier, & 
Keefer, 2010; Winter, Daguna, & Matlock, 2018), including our relations to other people and our 
positions within social hierarchies. One of the many metaphors that is used for thinking about social 
relations is the metaphor POWER IS UP or SUBMISSION IS DOWN (Dancygier & Sweetser, 2014; Lakoff & 
Johnson, 1980; Littlemore, 2019), as evidenced by the following expressions from the British National 
Corpus (BNC):

The people at the bottom end of society see people at the top end indulging
He is at the height of his powers
I’m right at the peak of my career

This study investigates POWER IS UP metaphors in English via an experiment and a corpus-based study. 
Together, these two studies show that gender is an important component in the understanding of 
POWER IS UP metaphors. First, behavioral responses to vertically presented power asymmetries (e.g., 
“doctor” shown to be on top of “nurse”) differ as a function of the participant’s gender. Second, 
behavioral responses differ with respect to the gendered nature of profession terms, with stronger 
power effects observed for professions that exhibit strong gender asymmetries in the corpus. Thus, our 
results show that POWER IS UP metaphors are understood differently by different people and in different 
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linguistic contexts, pointing to a view of metaphor that is less monolithic and more context- 
dependent.

Background

POWER IS UP can be classified as a primary metaphor (Grady, 1997), that is, a conceptual metaphor that 
derives from repeatedly experiencing a correlation between the source and target domain, such as, in 
this case, the correlation between physical height and physical strength. For humans and other 
animals, physical stature is critical for negotiating power dynamics, particularly during childhood 
and adolescence. Children are faced with taller parents and older siblings, among others, who are able 
to assert power over them, thereby further reinforcing the mental association between power and 
height. Schwartz, Tesser, and Powell (1982) demonstrate that elevation is one of the strongest 
nonverbal cues of social dominance; for example, standing on a platform increases a person’s apparent 
status. Research has also shown that taller people tend to be more esteemed by others, they tend to 
have higher average salaries, and they are more likely to ascend into leadership positions (for a review, 
see Judge & Cable, 2004). US presidents who are generally considered to be great are taller than 
presidents considered “failures” (Young & French, 1996).

The correlation between power and vertical position is also evident in other domains. For instance, 
athletes being awarded the gold medal stand on the highest platform of the victory rostrum, managing 
directors often occupy offices on the top floors of their companies, and priests leading sermons 
generally stand on elevated podiums. The association between verticality and power is also used for 
expressive purposes in various types of media, such as when films depict a powerful villain or 
threatening monster from a low camera angle to make them appear taller (Winter, 2014), or when 
high-angle shots (viewing actors from above, thus making them appear smaller) are used to indicate 
that characters are losing control (Ortiz, 2011).

Experimental research shows that people automatically associate verticality with power. Schubert 
(2005) asked participants to make rapid judgments about pairs of relatively powerful and powerless 
groups, such as employer – employee, coach – athlete, and teacher – pupil. Importantly, one of the 
group labels was presented above the other label. People were quicker to judge which one of the two 
groups was more powerful when the vertical orientation was congruent with the POWER IS UP metaphor, 
that is, with the powerful group being at the top. Giessner and Schubert (2007) showed that when 
participants viewed an organization chart that was more vertically extended, participants judged 
leaders to be more powerful. In another experiment, they showed that information about a leader’s 
power influenced the vertical position where participants placed the leader in the organization chart. 
Lakens, Semin, and Foroni (2011) furthermore showed that it is relative spatial contrast and relative 
power differences that matter in this association, rather than absolute differences.

However, much of this research can be characterized as falling prey to what Dąbrowska (2016) has 
identified as one of the “deadly sins” of cognitive linguistics, which is to ignore individual differences 
(see also Littlemore, 2019). In their original work on conceptual metaphors, Lakoff and Johnson 
(1980) often refer to the “prototypical person” (p. 132), which gives rise to the question of what exactly 
a prototypical person is. Indeed, in the context of Western society, “normal” is conventionally typified 
as adult, white, male, middle-class, heterosexual, right-handed, physically-, and mentally abled 
(Littlemore, 2019); yet, many people do not fit this profile. If we aim to develop a fuller understanding 
of the ways in which metaphors are used and understood, we need to give closer consideration to 
individual differences in the ways in which people use embodied experiences to reason metaphorically.

There is already existing evidence that metaphors are understood differently by different people. 
Individual differences in personality traits influence people’s understanding of time metaphors (Duffy 
& Feist, 2014), and being a musician influences one’s understanding of music metaphors (Julich, 
2019). Other research has found that people’s propensity to use metaphor in everyday interactions is 
associated with their susceptibility to psycholinguistic effects in lab-based studies of metaphor 
(Fetterman, Bair, Werth, Landkammer, & Robinson, 2016). Specifically with respect to POWER IS UP, 
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it has been found that people who think of themselves as more dominant are faster to respond to 
higher spatial probes, compared to people who think of themselves as more submissive (Robinson, 
Zabelina, Ode, & Moeller, 2008). Together, these results suggest that different people can understand 
the same metaphor in different ways.

When it comes to power, one particularly relevant individual difference is gender.1 Psychologists 
and social scientists have, for a long time, noted that power and gender are not independent social 
dimensions (e.g., Carli, 1999; Chen, Fiske, & Lee, 2009; Eagly, Wood, & Diekman, 2000; Rudman & 
Glick, 2012). Compared to women, men describe themselves as more assertive and they report to have 
higher self-esteem than women (Feingold, 1994). Men are more likely to view aggression and bodily 
force as instrumental to gaining influence and power than women – for whom bodily force may often 
be associated with a breakdown of self-control and a loss of power (Campbell, Muncer, & Coyle, 1992). 
Consistent with the idea that men and women have different stances toward aggression and physical 
dominance, Schubert (2004) found that implicitly encouraging men to make a fist heightened their 
sense of self-control; much more so than for women. This suggests that merely performing a gesture 
can trigger a person’s gender-specific perceptions of power. These mental associations between power 
and gender correspond to real-world power disparities, such as the fact that in a large number of 
countries, women tend to occupy lower-status positions and earn less than men (e.g., Blau & Kahn, 
1992, 1996).

Schubert’s (2005) study of the automatic activation of vertical power metaphors discussed above 
included stimuli such as doctor, nurse, and general, all of which are highly gendered concepts. It is 
thus possible that the vertical effects for power observed in this study are confounded with, or 
moderated by, gender. This is especially likely given the fact that a large number of Schubert’s stimuli 
include labels for professions, and it is known that women and men often have different vocational 
preferences (Berings & Adriaenssens, 2012; Ferriman, Lubinski, & Benbow, 2009; Garnham, Doehren, 
& Gygax, 2015; Lippa, 1998; Teig & Susskind, 2008). In addition to actual differences in vocational 
preferences, both men and women also have stereotypes about which activities or professions are 
considered more male or female (Garnham et al., 2015; Misersky et al., 2014; Ramaci et al., 2017). 
Some of these gender stereotypes relating to professions arise early in childhood (e.g., Garrett, Ein, & 
Tremaine, 1977).

Within social psychology, a seminal theory that attempts to account for gender stereotypes relating 
to professions is social role theory. This theory stipulates that the beliefs people hold about gender are 
underpinned by the observed social role performances of men and women in relation to their personal 
qualities (Eagly, 1987; Eagly et al., 2000). In this regard, expectations about women and men reflect the 
sexual division of labor and the gender hierarchy of society: in general, men are more likely to be 
employed, particularly in positions of authority, while women are more likely to occupy caretaking 
roles at home and in employment (Eagly et al., 2000). A key premise in social role theory is that beliefs 
about gender derive from communal and agentic attributes (Eagly, 1987). Communal attributes, such 
as affection, sensitivity, and sympathy are more strongly ascribed to women, while agentic attributes, 
such as dominance, ambition, and aggression are more strongly ascribed to men. The fact that 
communal and agentic attributes are differentially ascribed to men and women explains two types 
of prejudice that are shown toward females in positions of power (Eagly & Karau, 2002). The first type 
of prejudice is that women are less likely than men to be viewed as good potential leaders because of 
a perceived inconsistency between the primarily “communal” qualities that are associated with women 

1We explicitly acknowledge that gender is a non-binary category that is characterized by an underlying continuum. However, for the 
purposes of this paper only, the binary difference between men and women is the most relevant. This is for four reasons. First, a lot 
of the research that is directly relevant to our study focuses on the binary distinction between men and women (e.g., Misersky 
et al., 2014). Second, while gender is actually an underlying continuum, it is often conceptualized in a binary way (for metaphorical 
conceptualizations of the gender binary, see Lederer, 2015). Third, to assess the association with gender experimentally, we need 
to constrain ourselves to a dimension that can be categorized, so as to establish experimental conditions (a male condition and 
a female condition). Fourth, all of our participants identified as either male or female, even though they had other response 
options. Future research can explore to what extent non-binary ways of thinking about gender could interact with vertical power 
metaphors.
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and the agentic characteristics that are believed to be necessary in order to become a successful leader. 
The second type of prejudice is that, when women are in leadership positions, evaluations of their 
performance in the role tend to be less favorable than those of men; successful female leaders tend to 
be less liked than equivalently successful men (Heilman, Wallen, Fuchs, & Tamkins, 2004).

Consistent with social role theory, research has shown that gender constitutes one of the strongest 
bases for categorizing people (Fiske, Haslam, & Fiske, 1991; Stangor, Lynch, Duan, & Glas, 1992; van 
Knippenberg, van Twuyver, & Pepels, 1994). Stereotypes about women and men are also activated 
automatically; they have the potential to inhibit perceptual processing by influencing the amount of 
perceptual information that is encoded. Because stereotypes provide perceivers with rich background 
of information about social groups, people do not pay as much attention to social group members 
when they can rely on social schemas, or stereotypes, compared to when they cannot (Macrae, Milne, 
& Bodenhausen, 1994). For instance, Banaji and Hardin (1996) conducted a reaction-time experiment 
showing that stereotypes about gender influence processing even when gender is a task-irrelevant 
dimension, suggesting that unconscious processes in beliefs about gender can operate automatically in 
judgment. Taken together with the fact that there are gender stereotypes about professions, the 
automaticity of stereotype activation suggests that the vertical metaphorical power associations in 
Schubert’s (2005) task were potentially driven by gender, or at least influenced by gender connotations 
of the profession labels used in this study.

In addition to gender stereotypes, language users may also draw on another source of information 
to infer a person’s gender when it is not explicitly mentioned. Specifically, masculine generics are 
masculine forms that are used to refer to people of unknown or unspecified gender or to groups of 
people of mixed gender (e.g., Braun, Sczesny, & Stahlberg, 2005; Gabriel & Mellenberger, 2004; 
Hamilton, 1988). A consequence of the tendency to employ masculine forms to refer to people in 
general (e.g.,“to each his own”), is that when the generic masculine is used, people are overwhelmingly 
more likely to think of men than women, to the extent that even professions typically perceived as 
female, such as beautician, may be interpreted as male (Gygax, Gabriel, Sarrasin, Oakhill, & Garnham, 
2008; for review, see Stahlberg, Braun, Irmen, & Sczesny, 2007).2 On the other hand, avoiding 
masculine generics and explicitly marking roles for gender by means of feminine-masculine word 
pairs (e.g., German Geschäftsführerin/Geschäftsführer, “CEO, fem./CEO, masc.”) can serve to reduce 
the male reading of the role and can help to avoid male bias in employment contexts (Gabriel, Gygax, 
Sarrasin, Garnham, & Oakhill, 2008; Horvath, Merkel, Maass, & Sczesny, 2016; Horvath & Sczesny, 
2016).

A limitation of previous work on metaphor is that, with the exception of a small number of papers, 
few attempts have been made to investigate the extent to which the reaction-time behavior reflects 
distributions within language corpora. One exception to this is Hutchinson and Louwerse's (2013) 
study in which they compared the ways in which male and female participants responded to primary 
metaphors in a reaction-time study. They showed that vertical associations in line with the HAPPY IS UP 

metaphor were more driven by corpus-based frequency differences (e.g., how often “happy-sad” was 
mentioned as opposed to “sad-happy”) for women than for men. The authors explain this result in 
terms of the presumed greater general and spoken language ability in females compared to males. 
Their study thus not only shows a difference in metaphor processing (based on gender) but also that 
corpus frequencies can drive behavioral results, thus underscoring the importance of looking at 
naturally occurring language in the context of reaction-time studies designed to test people’s repre
sentations of primary metaphors.

The present study is composed of two parts. Firstly, we conducted a replication-extension of 
Schubert’s (2005) study, adding a gender dimension to the task. To do this, we explicitly encoded 
gender in the stimuli by employing feminine-masculine word pairs in a male or a female linguistic 

2This pattern is particularly pronounced among speakers of languages with grammatical gender, such as German, which explicitly 
represents gender via determiners (e.g., die; der) and morphological variants of nouns (e.g., Anwalt; Anwältin “lawyer (m/f)”) (cf. 
Gygax et al., 2008).

METAPHOR AND SYMBOL 191



context, such as “male doctor – female nurse” versus “female doctor – male nurse.” Our aim was to 
replicate the finding that participants responded faster when the more powerful group was presented 
on top of the less powerful group. In addition, we set out to assess whether there was an association 
between gender and vertical position as well (with either male or female labels being processed more 
quickly when presented on top), and if the factor of gender interacted with the factor of power. In 
the second part of the study, we aimed to control for the gendered nature of particular professions, and 
the usage-based knowledge that participants may have acquired about gender roles, by creating a new 
corpus-based measure of gender stereotypes for professions, which we correlated with the results from 
our behavioral study. Our study addresses the topic of individual differences in a two-fold way. The 
behavioral experiment demonstrates individual differences across participants (based on gender). The 
corpus study demonstrates differences with respect to linguistic items, and that gender asymmetries 
based on language statistics carry over to behavioral tasks. From a methodological perspective, our 
results furthermore demonstrate that corpus analysis can fruitfully be combined with experiments in 
metaphor research.

Methods

Participants

There were 63 participants (51 women, 11 men), all of whom were undergraduate students in English 
Language at the University of Birmingham, UK. The average age of participants was 18.9 (range: 
18–21).

Stimuli

We created a list of 64 profession terms, starting with a list of professions drawn from Schubert’s 
(2005) group label terms, and extending this with a list of professions given by Misersky et al. (2014). 
Our final set of stimuli includes 32 pairs of professions that differ in power, such as “doctor – nurse,” 
“referee – footballer,” and “officer – cadet” (see Appendix A).

Procedure

Following Schubert (2005), participants were asked either one of two questions: which one of the two 
groups is the more powerful group, or which one the group is the less powerful group (between- 
participants factor). Each item was displayed on a white computer screen either in a metaphor- 
congruent position (powerful on top) or metaphor-incongruent position (less powerful on top) 
(within-participants factor). The distance between the top and the bottom group label was 5 cm on 
the screen. Participants had to press the UP arrow or the DOWN arrow on the keyboard to indicate 
which of the two groups was more/less powerful.

Each item was presented either with the more powerful group in a “female” linguistic context 
(“female doctor – male nurse”), or with the less powerful group in a “female” linguistic context (“male 
doctor – female nurse”) (within-participants factor). Thus, each of the 32 item pairs was shown a total 
of 4 times (2 power positions X 2 genders), resulting in a total of 128 stimuli.

Throughout the experiment, there were 24 comprehension questions inserted at random points 
asking whether either the male or the female was at the top. These comprehension questions were 
included because the information about gender was task-irrelevant, which means that participants 
could easily solve the task without paying attention to the male/female labels. The list of 128 stimuli 
was separated into two blocks of 64 stimuli each. Participants were allowed to take a short break in 
between the two blocks.

Each trial was presented with a fixation cross which was displayed for 750 ms and followed by 
a white screen (inter-trial-interval) of 500 ms. After consenting to the study, participants performed 
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6 practice trials that included 2 gender comprehension questions. Participants were instructed to 
respond as accurately as possible while also responding as quickly as possible. Participants were 
instructed to only use one finger, their index finger. The experiment lasted approximately 
15 minutes.

Statistical analysis

All statistical analyses were conducted with R version 3.6.0 (R Core Team, 2019) and the packages 
tidyverse version 1.2.1 and ggrepel version 0.8.1 for data processing and data visualization 
(Slowikowski, 2019; Wickham, 2017). The package brms version 2.9.0. (Bürkner, 2017) was used to 
perform Bayesian regression analysis (see details below). All data and code are available under the 
following publicly accessible Open Science Framework repository: https://osf.io/mbv24/

Data from one participant were excluded as this participant did not appear to have solved the task 
at all (response accuracy was exactly at chance level, 50%, and response times were around 500 ms, 
much below the response times of all other participants, which were >1000 ms). Thus, the final analysis 
is based on a total of 62 participants (51 women, 11 men). In addition, we excluded individual trials 
that were 2 standard deviations away from each participant’s response time mean. We furthermore 
excluded response times above the 95th percentile of the overall response time distribution (3,949 ms). 
Finally, response times were log-transformed using the natural logarithm.

The log response times were analyzed with a Bayesian linear mixed effects regression. A linear 
mixed effects model is needed to adequately analyze the data in this case because the experimental 
design has multiple data points per participant (repeated measures), as well as multiple data points for 
each item. A mixed model allows modeling such multiple sources of variation via so-called random 
effects (one random effect for participant, another random effect for item). For an applied introduc
tion to linear mixed effects modeling with R for linguistic data, see Winter (2013).

Mixed models can be embedded in a “traditional” null hypothesis significance testing framework, 
or within a Bayesian analysis framework.3 The latter facilitates interpreting the evidence for 
a hypothesis in a continuous manner (rather than amassing indirect evidence against null hypotheses 
and relying on hard cutoffs, such as p< .05). Bayesian models furthermore facilitate the interpretation 
of null results (Dienes, 2014), and they have several advantages for model fitting (e.g., the ability to 
estimate effects more conservatively via the use of weakly informative priors). For a conceptual 
introduction to Bayesian analysis, see Dienes (2008). For a helpful tutorial on analyzing linguistic 
data with Bayesian mixed models, see Franke and Roettger (2019). For readers unfamiliar with 
Bayesian techniques, we recommend focusing on the 95% credible intervals: although there are 
important conceptual differences, a 95% CI that does not include zero is strong evidence that a 
given effect is non-zero. See Morey, Hoekstra, Rouder, Lee, and Wagenmakers (2016) for a detailed 
conceptual discussion of credible intervals in comparison to confidence intervals.

Our main response, the logarithm of response times was modeled as a function of the following 
fixed effects predictors:

● Task: “more powerful?” versus “less powerful?” (between)
● Participant Gender: male versus female (between)
● Hierarchy Condition: powerful = up versus powerful = down (within)

3Technical details on the model fitting process: Models were estimated with Hamiltonian MCMC and 4 chains, each of which was run 
for 4,000 iterations (2,000 warmup samples), yielding a total of 8,000 posterior samples. There were no indications of any major 
convergence issues (no divergent transitions and all Rhat values < 1.02). We used weakly informative/regularizing priors for all 
regression slopes, specifically, normal distributions centered at zero with standard deviations of 0.2. Posterior predictive checks 
indicated some mismatch between the data and the posterior predictions. Running a comparable ex-Gaussian or Gamma model 
did not lead to better posterior predictive checks, and there also was no difference whether the cleaned or raw response times (no 
exclusion) were used. All fixed effects predictors (which are all binary) were deviation-coded, with the female participant and 
female stimulus conditions as the reference level (−0.5), compared to the male participant and the male stimulus condition (+0.5). 
This coding scheme was used to aid the interpretation of main effects in the presence of interactions.
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● Gender Condition: male = up versus male = down (within)

In addition, we included the following fixed effects two-way and three-way interaction terms:

● Task * Hierarchy Condition
● Task * Gender Condition
● Hierarchy Condition * Gender Condition
● Participant Gender * Hierarchy Condition
● Participant Gender * Gender Condition
● Participant Gender * Hierarchy Condition * Gender Condition

These interaction terms describe the degree to which one condition variable moderates the effect of 
another condition variable in determining response times.

We included random effects for participant and item. Specifically, we included by-participant and 
by-item varying intercepts. These random intercepts describe the degree to which particular partici
pants or particular items lead to overall slower/faster responses. In addition, we added by-participant 
and by-item varying slopes for the within-participants and within-items condition variables: 
Hierarchy Condition, Gender Condition, and the Hierarchy Condition * Gender Condition interac
tion. These random slopes estimate the extent to which specific participants or specific items differ in 
how they are affected by the gender or hierarchy manipulations. Thus, our model assumes that both 
people and items differ with respect to the condition manipulations, and it estimates the degree to 
which they do so.

In section 4, we present the findings from the reaction-time study. In section 5, we present the 
results of our corpus study which was conducted in order to help explain by-item differences observed 
in the experiment.

Results: reaction-time study

Hierarchy condition effects

Across all conditions, participants took about 1,790 ms to respond (SD = 707 ms). Participants were on 
average 332 ms faster when they had to pick the more powerful response (M = 1,628 ms, SD = 634 ms) 
than when they had to pick the less powerful response (M = 1,960 ms, SD = 739 ms, see Figure 1). This 
was reflected in strong evidence for a main effect of Task, with responses to the “powerful?” question 
being overall much faster than responses to the “powerless?” question (log coefficient: −0.17, 95% 
Bayesian credible interval: [−0.27, −0.07], posterior probability of the effect being above zero: 0.01). 
The fact that the 95% credible interval is below zero indicates strong support for the main effect of 
Task. This is also reflected in the low estimated probability of the effect being above zero.

Participants were only 13 ms faster when the more powerful profession was presented on the top of 
the screen (M = 1,784 ms, SD = 707 ms) compared to the bottom of the screen (M = 1,797 ms, 
SD = 708 ms). Corresponding to this small difference, the Bayesian model indicated that there was 
overall no strong evidence for a main effect of Hierarchy Condition. This is suggested by a small 
coefficient for this main effect (−0.01, estimate of the log difference between powerful = bottom and 
powerful = up), whose 95% credible interval spans zero [−0.04, 0.01]. The posterior probability of 
powerful = top being slower is relatively low (= 0.16). While this suggests a trend that is consistent with 
vertical metaphorical associations, it is not low enough to constitute strong evidence for a main effect 
of Hierarchy Condition.

In his Experiment 2, Schubert (2005) found a reliable interaction between Task and Hierarchy 
Condition. Our results indicated that when participants were asked to pick the “powerful” one of each 
pair, response times were almost equivalent for whether the bottom (M = 1,627 ms, SD = 629 ms) or 
the top (M = 1,629 ms, SD = 640 ms) was powerful. When participants were asked to pick the less 
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powerful of each pair, participants were slightly faster when the powerful was presented on top 
(M = 1,945 ms, SD = 737 ms) compared to the bottom (M = 1,976 ms, SD = 742 ms). However, the 
Bayesian model indicated no strong evidence for such an interaction (log coefficient of the interaction 
+0.02, 95% CI [−0.01, 0.05], posterior probability of the effect being below zero = 0.14), as shown in 
Figure 1. That is, whether the powerful position was presented at the high or low position on the 
screen did not yield reliable differences with respect to whether the task asks for a more or less 
powerful role.

These results suggest that at least on average, there was no metaphor-congruency effect in our 
experiment. A number of factors that could explain the discrepancy between this result and those 
obtained by Schubert (2005) will be explored in the discussion section. Either way, at least given the 
exact specifications of our experiment (with the specific task we used, the specific participant popula
tion, and the specific set of items), we did not attain strong evidence for the hypothesis that across the 
board, people associate a physically higher position with more power. However, this null result may in 
part be due to the gendered dimension of our task, which will be explored in the next section.

Gender condition effects

Participants were overall slightly faster (13 ms) when the female profession was presented at the top 
position (M = 1,784 ms, SD = 698 ms) compared to the bottom position (M = 1,797 ms, SD = 717 ms), 
however the corresponding main effect of Gender Condition was not strongly supported by the 
Bayesian mixed-effects regression (estimate of the difference between female = up and male = down: 
0.01, 95% CI: [−0.01, 0.03], posterior probability of the effect being below zero: 0.24).

Did this Gender Condition effect differ as a function of task? When participants were asked to pick 
the more powerful profession, responses to female = up (M = 1,628 ms, SD = 623 ms) were on average 
identical to responses to female = down (M = 1,628 ms, SD = 646 ms). When the task asked for the less 
powerful profession, participants were on average slightly faster for female = up (M = 1,945 ms, 
SD = 734 ms) than male = up (M = 1,976 ms, SD = 744 ms). However, altogether, there was no strong 
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Figure 1. Marginal effects (averaged over other conditions) of the Bayesian regression model for the task (“more powerful?” versus 
“less powerful?”) by Hierarchy condition (power = up versus power = bottom) interaction; as can be seen, there is no indication of an 
interaction or a Hierarchy condition effect; instead, the “less powerful?” responses were much slower; error bars are Bayesian 95% 
credible intervals.
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evidence for an interaction between Gender Condition and Task (log estimate of interaction −0.02, 
95% CI: [−0.05, 0.01], posterior probability < 0 = 0.91).

There was, however, a notable two-way Hierarchy Condition * Gender Condition interaction (log 
coefficient: −0.10, 95% CI: [−0.14, −0.06], posterior probability of this being below zero: 1.0). 
Specifically, when the female profession was shown on top of the male one, responses were 26 ms 
slower for powerful = up (M = 1,797 ms, SD = 701 ms) than powerful = down (M = 1,771 ms, 
SD = 694 ms). When the male profession was on top, responses were 52 ms faster for powerful = up 
(M = 1,771 ms, SD = 712 ms) than powerful = down (M = 1,823 ms, SD = 721 ms). Another way of 
putting this result is that responses were slightly faster when the powerful role was at the top position 
and the powerful role was also the male one; the reverse was the case when women were shown to be 
the powerful profession at the top position. This result shows that, indeed, it is both gender and power 
that matter with respect to vertical power metaphors in our task. In our experiment at least, vertical 
spatial effects only occur when the stimulus array matches stereotypes about gender (male = powerful, 
female = less powerful).

Participant gender effects

On average, female participants (M = 1,809 ms, SD = 722 ms) responded 104 ms slower than male 
participants (M = 1,705 ms, SD = 628 ms). However, there was no strong evidence for this difference 
being reliable, i.e., no Participant Gender main effect (log coefficient: −0.03, 95% CI: [−0.15, 0.09], 
posterior probability < 0 = 0.71). The factor Participant Gender furthermore did not appear to interact 
strongly with Hierarchy Condition (−0.01, 95% CI: [−0.05, 0.04], posterior probability: 0.63), which 
suggests that male participants were not overall more susceptible to metaphorical representations of 
power. In addition, there was no strong evidence for an interaction between Participant Gender and 
Stimulus Gender (−0.0, 95% CI: [−0.04, 0.04], posterior probability: 0.52).

There was, however, evidence for a three-way interaction between Participant Gender, Hierarchy 
Condition and Stimulus Gender (log coefficient of three-way interaction: −0.15, 95% CI: [−0.23, 
−0.08], posterior probability of this being below zero: 0.99). A look at Figure 2 helps to understand 
the nature of this complex relationship: For female participants, there was only a weak Gender * 
Hierarchy two-way interaction. When the male was also the powerful profession displayed on top of 
a female powerless profession, they responded 12 ms faster (M = 1,801 ms, SD = 724 ms) than when 
power and vertical position were incongruent with gender stereotypes (M = 1,812 ms, SD = 721 ms). 
For male participants, this two-way interaction was much more pronounced. They responded 92 ms 
faster when male = powerful = top (M = 1,637 ms, SD = 639 ms) than when power and vertical position 
were incongruent with gender stereotypes (M = 1,729 ms, SD = 623 ms). Another way to paraphrase 
this complex result is that male participants responded fastest when power stereotypes matched a view 
of their own gender as being powerful, that is, when the more powerful profession was described as 
male and shown on top.

Results: corpus study

Creating a corpus-based measure of gender asymmetry

So far, we have presented all results averaged across items. However, clearly, not all professions are 
alike. As mentioned in the introduction section, some professions are more associated with men, 
whereas others are more associated with women. In this section, we explore whether participants’ 
responses differ for different items in our study, specifically, the degree to which the powerful and 
powerless pair also exhibit a gender asymmetry. For example, “doctor – nurse” and “pilot – flight 
attendant” are two pairs where power goes along with stereotypical views of gender, with people 
generally being more likely to assume that doctors and pilots are male, and that nurses and flight 
attendants are female (see data in Misersky et al., 2014). If the association between gender and power 
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changes the degree to which people are prone to vertical metaphorical conceptualization, we specifi
cally expect that the interaction between Hierarchy Condition (powerful = top, powerless = top) and 
Stimulus Gender (male = top, female = top) should be affected by the perceived gender asymmetry for 
a profession pair.

To assess this, we constructed a corpus-based gender asymmetry ratio which quantifies the degree 
to which a particular profession is more explicitly talked about as male or female in text. We then 
validated this corpus-based measure by comparing it to perceptual stereotypes coming from a rating 
study (Misersky et al., 2014). Finally, we correlated the corpus-based measure with the behavioral 
responses from our experiment. This analysis adds a very important component to our study: it shows 
that the results not only differ by participants, but also by items, and these item differences are 
predictable from corpus-derived language statistics, specifically, how often particular professions are 
talked about as being male or female.

To construct the corpus-based gender asymmetry measure, we used the spoken section of the 
British National Corpus. We used a sketch engine to search for each keyword (each of the profession 
terms listed in Appendix A), asking for 1,000 results per query. We used sketch engine’s part of speech 
function to restrict queries to singular nouns. The results for each search term were shuffled once 
within the sketch engine and then exported to a spreadsheet.

The resultant spreadsheets were hand-annotated for whether the linguistic context clarified that 
a mentioned profession was male or female. We also categorized contexts as “unspecified” if there was 
not enough information to determine the gender of a mentioned profession. We began analyzing 
a narrow context of 10 words to each side of the keyword, but if this information was insufficient to 
determine the contextually implied gender, we broadened the context to 100 words in each direction. 
We marked concordance lines where the keyword was used not as a profession term as cases to be 
“disregarded” (for example if the word “conductor” referred to the electrical component rather than 
the transport profession). This process of hand annotation was continued until we had either 200 
results for each key word that was not marked as “disregarded”, or until we had exhausted all the 
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Figure 2. Interaction between Hierarchy condition (power = up versus power = down) and gender condition (male = up versus 
male = down) for male and female participants; as can be seen, male participants show a much stronger Hierarchy condition * 
Gender interaction; error bars are Bayesian 95% credible intervals.
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corpus examples (not all searches returned enough results to produce 200 lines). The file containing 
our annotations can be found on the OSF repository for this paper (https://osf.io/mbv24/).

For each profession, we computed a ratio quantifying the degree to which male text mentions were 
more frequent than female text mentions. For example, 66 occurrences of the word surgeon referred to 
men, whereas only 2 occurrences referred to women, which yields a ratio of 66/2 = 33. However, since 
there were many 0 mentions and ratios with 0 in the denominator are undefined, we added +1 to all 
male and all female values before calculating the ratios.

Validation of the corpus-based measure with gender stereotype ratings

To establish whether our corpus-based asymmetry measure has anything to do with gender stereo
types, we performed a comparison with existing data for perceptual gender stereotypes. Misersky et al. 
(2014) performed a questionnaire-based study where participants had to “estimate the extent to which 
the presented social and occupational groups actually consisted of women and men” on an 11-point 
rating scale ranging from 0% women to 100% men. The rating study was conducted in seven languages 
(Czech, English, French, German, Italian, Norwegian, and Slovak), but here we focus on the English 
data, which was based on 281 undergraduates from the University of Sussex (UK). We sought to find 
the closest match in the Misersky et al. (2014) ratings, such as “sports coach” for “coach,” which we 
were able to do in all but 14 cases (for all matching decisions, see https://osf.io/mbv24/).

Initial exploration showed that the perceptual gender stereotype ratings taken from Misersky et al. 
(2014) track the logarithm of the corpus-based ratio, rather than the actual ratio. This is consistent 
with the observation that human behavior and human perception track the logarithm of word 
frequencies, rather than raw frequencies (e.g., Smith & Levy, 2013; Zipf, 1949). Thus, all following 
analyses are reported for the log10 transformed ratios.

The correlation between perceptual stereotypes and the text-based male/female ratio is shown in 
Figure 3. As can be seen, professions that more frequently occur as male in the corpus (such as 
“soldier,” “footballer,” and “architect”) are also judged to be more stereotypically male professions in 
the Misersky et al. (2014) norming study. Similarly, professions that more frequently occur as female 
in the corpus (such as “flight attendant” and “nurse”) are also judged to be more stereotypically female.

Our corpus-based gender asymmetry ratio correlated strongly with the Misersky et al.’s. perceptual 
ratios (Pearson’s r= 0.73). The Bayesian 95% credible interval of this correlation coefficient ranged from 
0.53 to 0.79. The posterior probability of the correlation being below zero is p= .0, which indicates strong 
evidence for the two measures being positively correlated. Interestingly, a look at Figure 3 reveals some 
nonlinearity in the relationship between perceptual stereotypes (ratings) and the corpus-based measure 
of stereotypes. Specifically, for professions that occur almost exclusively as male in corpora (and rarely 
ever as female), perceptual judgments are slightly lower than what a linear trend would suggest.4

This nonlinear trend has two possible explanations: It may be that participants in the Misersky et al. 
(2014) rating study disprefer the edges of the rating scale, i.e., they may attempt to be conservative and 
avoid judging any profession as being either 100% male or female. Alternatively, it may be that the way 
people talk about particular professions as male or female is skewed. That language use differs from 
reality is evidenced by a comparison to the real-world gender ratios aggregated by Garnham et al. 
(2015) from the UK Office for National Statistics: For example, 8% of all soldiers in the UK are female, 
but in the corpus, 97% of all mentions were about male soldiers. This may reflect a bias of English 
speakers to talk more about male soldiers, than female soldiers.

4To assess whether there was reliable evidence for a quadratic trend, a Bayesian regression was fitted that included the logarithmic 
male/female ratio as both a linear predictor and a quadratic one. The quadratic predictor was negative (−0.2, 95% CI: [−0.04, 0.0]), 
indicating an inverse U-shape as seen in Figure 1. The posterior probability of this quadratic effect being inverse U-shaped (< 0) 
was 0.97, indicating reasonably strong evidence for a plateauing-out of the relationship between the corpus-based measure and 
the perceptual stereotypes.
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Item-specific analysis and correlations with corpus data and norms

In the following analysis, we assess whether the behavioral results discussed so far are moderated by 
the degree to which specific professions are gender-biased. For this, we extracted the by-item random 
slopes for the Hierarchy Condition * Gender interaction. These random effect coefficients describe the 
strength of the association between gender and vertical space for each stimulus pair. For example, for 
the item pair “officer – cadet,” both the powerful and the powerless position were almost exclusively 
male in our corpus, and likewise, the interaction effect was weaker for this pair (log response time 
coefficient for this item: −0.09) than for “doctor – nurse” (−0.11), which is a pair with a bigger gender 
asymmetry in the corpus-data.5

Figure 4 shows the correlation between our corpus-based measure and the interaction coefficients 
from the Bayesian regression model. As can be seen, the behavioral interaction is stronger (more 
negative values = faster) when there is a bigger gender asymmetry in the corpus (toward the right of 
the figure). The between the behavioral measure and the corpus-based measure is reasonably strong, 
with Pearson’s r = − 0.45 (95% CI [−0.77, −0.16], high posterior probability of being negative p = .99). 
What does this mean in terms of actual behavior? The correlation between the interaction coefficients 
and our gender asymmetry measure is easiest explained for the pair “doctor – nurse,” a relatively 
asymmetrical pair for which the powerful profession (doctor) is more strongly associated with men in 
the corpus, compared to the less powerful profession (nurse), which is relatively more female. For such 
an asymmetrical pair, participants were even faster if the “male doctor” was presented on the top of the 
screen, that is, when both the powerful and the male were presented on top. This suggests that strong 
gender asymmetries (as in our case estimated via language statistics) can strengthen the effects of 
vertical power metaphors observed in experimental studies.

Figure 3. Correlation between corpus-based and perceptual stereotypes (with rating data from Misersky et al., 2014); the x-axis 
represents our logarithm text mention ratio (male/female), whereas the y-axis represents the perceptual ratings; the dashed lines 
indicate the point where male/female ratios are equal on the respective measures; the superimposed model is a loess smoother 
which shows that the relationship plateaus out for very high values of text mentions.

5We only use the corpus-based measure here rather than the Misersky et al. (2014) norms because the latter do not contain enough 
professions that are used as our stimuli. Since our corpus analysis was targeted, we have data for all item pairs. In this analysis, we 
used the ratio of ratios (not the ratio of logarithmic ratios, which did not show strong correlations).
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Discussion

This study investigated the relationship between power and space in line with the metaphor POWER IS 

UP. We have made several theoretical and methodological contributions. First, we sought to replicate 
Schubert’s (2005) finding that people are quicker to make judgments about power when a relatively 
powerful group is physically displayed on top of a relatively less powerful group, congruent with the 
way we talk about power in terms of vertical positioning (“at the top of the hierarchy,” “to hit rock 
bottom,” etc.). While we did not find evidence for a main effect of vertical metaphorical association, we 
found a reliable three-way interaction between Participant Gender, Hierarchy Condition, and 
Stimulus Gender, where responses to “power = up” were slightly faster when the up position was 
also the male profession. This interaction was much more pronounced for the male participants than 
for the female participants. When the male role was at the top position, male participants were faster 
when this position was also the more powerful one. In addition, we also found differences across 
professions. Using corpus frequencies, we were able to show that those profession pairs that exhibited 
stronger gender asymmetries lead to stronger vertical metaphorical associations. Thus, we have 
demonstrated that POWER IS UP metaphors are understood differently as a function of the participant’s 
gender, and they are also understood differently as a function of gender stereotypes associated with 
particular professions.

How are our results to be interpreted in comparison to Schubert (2005)? Our findings invite the 
possibility that there may have been gender effects in Schubert’s original study that were not tested for. 
As discussed above, gender stereotypes are intimately tied to particular professions, including the 
profession labels used in Schubert’s study. Power then could be reflected in occupational differences, 
gender differences, or, both. If only one of these factors is present (e.g., only profession labels, as in 
Schubert’s study), this dimension becomes the dominant factor. If, however, another dimension is 
made manifest (in our case: gender), this dimension can trump the other (compare Duffy & Evans, 
2017). Thus, we do not consider the present study as a “failure to replicate” the idea of metaphorical 
associations between power and vertical space. Instead, we did find evidence for the idea that people 

Figure 4. Text-based male/female ratios moderate the Hierarchy * Condition interaction; the y-axis represents log response times, 
with lower values indicating that these were items for which the hierarchy * gender interaction was more pronounced (participants 
were faster with the male variant if it was presented on top); the x-axis represents the degree to which the powerful member of each 
stimulus pair is associated with male mentions in the text, compared to female mentions; the plot excludes one data point (“pilot – 
flight attendant”) that has an extremely high gender asymmetry (> 200); superimposed simple linear regression fit with 95% 
confidence interval.
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automatically associate power with vertical space, and that this association is moderated by the effect 
of gender.

There are, however, other differences to Schubert’s (2005) study that need to be pointed out. First, 
given that we have successfully demonstrated individual differences, it is possible, and indeed likely, 
that differences in the participant sample may explain why we have failed to find Schubert’s main effect 
of faster responses to power = up. Specifically, Schubert’s participant sample included a relatively 
larger proportion of male participants than our participant sample (40% male participants as opposed 
to only 18% in our case). Given that we have found stronger vertical metaphorical associations for 
male participants in the present study, it could be that Schubert’s (2005) results are disproportionately 
driven by the male participants. Another important difference is language: Schubert’s study was 
conducted in German, which encodes gender morphologically in professional terms. We explicitly 
paired each profession with the labels “male” and “female,” whereas it was not stated whether 
Schubert’s stimuli used masculine generics (e.g., Professor) or gender-marked forms (e.g., Professor 
(masc.), Professorin(fem.)). Future studies should seek to investigate the effects of vertical power 
metaphors in relation to grammatical gender.

In addition, we found by-item differences with respect to gender asymmetries, and we were 
furthermore able to predict these differences using a corpus-based measure of gender asymmetry. 
Specifically, we found stronger vertical associations of power and gender (Hierarchy * Gender 
interaction) when the powerful position was more strongly associated with men, and when the 
powerless position was more strongly associated with women. In other words, the distributions 
found within the corpus mapped onto the results of the reaction-time study. This relates to 
a further potential difference between our study and Schubert (2005), which is the difference in 
item composition (our study included more items than Schubert’s). Our item-specific analysis suggests 
that some of the vertical metaphorical associations in other experimental studies may have partially 
resulted from gender asymmetries that are conflated with power asymmetries. More generally, our 
results empirically demonstrate that metaphor effects are not the same for all items, which points to 
the importance of considering item composition in studies of metaphor comprehension.

Our item-specific analysis is particularly interesting as it shows a correlation between language use 
and psycholinguistic behavior. Specifically, when a profession pair exhibited more of a gender 
asymmetry in language use (one profession is talked about as being male/female more than the 
other), associations between gender, power, and vertical space are more pronounced. This demon
strates that corpus analysis and experiments can be used together for a richer understanding of the 
context-dependent nature of metaphor.

At a more basic level, it is noteworthy that corpus statistics were correlated with perceptual 
stereotypes of gender at all (Misersky et al., 2014). This opens up new avenues to explore additional 
research questions: To what extent do corpus-based measures of gender asymmetries for professions 
reflect occupational statistics? Which professions are reliably more talked about as male or female, 
more so than the occupational statistics would suggest? For example, we found that in our corpus data, 
soldiers were almost exclusively talked about as male, even though 8% of UK soldiers are actually 
female. From a more methodological perspective, our results suggest that when it is impossible or not 
feasible to conduct a large-scale rating study for gender stereotypes, corpus measures can be used as 
a stand-in for perceptual stereotypes.

Most importantly, our results have answered the call to investigate individual differences in 
cognitive linguistics (Dąbrowska, 2016), and in metaphor research more specifically (Littlemore, 
2019). We have found that vertical metaphors for power are understood differently by men and 
women, with male participants having stronger vertical biases than female participants. Our results 
provide clear evidence for gender-based individual differences in metaphor comprehension, thus 
demonstrating empirically that the same metaphor is understood differently by different people. 
This finding is line with previous research showing that men are more likely than women to associate 
power with physical force. Whereas men associate physical force with exerting influence and gaining 
power, women are more likely to associate it with loss of control (Campbell et al., 1992) and physical 
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actions, such as making a fist, have been shown to lead men, but not women, to perceive themselves as 
being more powerful (Schubert & Koole, 2009). These differences are partly a reflection of the different 
experiences that men and women have with their bodies, and partly a reflection of social expectations 
regarding behavior.

Conclusion

In this study, we have found new evidence that people think about power in terms of vertical space, but 
the association between verticality and power was moderated by gender. The influence of gender was 
three-fold: first, the gender of the label (“male doctor” versus “female doctor”) interacted with 
metaphor congruency; second, the gender of the participant further moderated the metaphor con
gruency effect; third, the degree to which a profession was associated with gender stereotypes exerted 
a further influence on metaphorical associations between power and space. Specifically, participants’ 
responses were fastest when the powerful profession was male and shown on top, and this pattern was 
even more pronounced for the male participants in our study, as well as the more gendered profes
sions. Altogether, our results show that when studying the POWER IS UP metaphor, gender is an 
important dimension to consider. Moreover, our results show that POWER IS UP metaphors are not 
comprehended the same way by all people, with men and women showing different responses to the 
metaphor. This is a clear demonstration of gender-based differences in metaphor perception. Gender 
should therefore be considered to be a key individual difference variable when discussing embodied 
metaphor. We need to be careful not to assume that a “male” world view (Perez, 2019), and the 
embodied metaphors upon which it is built, is a universal world view.
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