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Abstract

For nearly a century, linguists have suggested that diachronic merger is less likely between phonemes with a high functional load – that is, phonemes that distinguish many words in the language in question. However, limitations in data and computational power have made assessing this hypothesis difficult. Here we present the first larger-scale study of the functional load hypothesis, using data from sound changes in a diverse set of languages. Our results support the functional load hypothesis: phoneme pairs undergoing merger distinguish significantly fewer minimal pairs in the lexicon than unmerged phoneme pairs. Furthermore, we show that higher phoneme probability is positively correlated with merger, but that this effect is stronger for phonemes that distinguish no minimal pairs. Finally, within our dataset we find that minimal pair count and phoneme probability better predict merger than change in system entropy at the lexical or phoneme level.

1. Introduction

Spoken languages make use of a system of individually meaningless, contrastive sound categories, often termed phonemes, in combination to create distinctive words (Hockett, 1960; Studdert-Kennedy & Goldstein, 2003). Despite the central role phonemes play in carrying contrast between words, phonemes can be lost from a language when, for example, two phonemes merge with one another (Labov, 1994, ch. 11). For example, in many regions of North America the historically contrastive vowels in the words cot and caught have merged, with the result that these words are now homophonous. Nearly a century ago, Gilliéron (1918) first proposed that the probability of phoneme loss should be inversely related to the amount of ‘work’ that the phoneme does in distinguishing words in communication. Termed the functional load hypothesis by Jakobson (1931), Mathesius (1931), and Trubetzkoy (1939), and developed further by Martinet (1952) and Hockett (1967), the idea that change in a system of phonemes is related to their role in information transmission has held great intuitive appeal for language-change researchers over the last century. However, clear evidence supporting this hypothesis has not been found. Previous work has focused on individual case studies due to limited access to data and computational resources, and results of these studies have been inconclusive (Blevins & Wedel, 2009; King, 1967; Kaplan, 2011; Silverman, 2010; Suresh & Niyogi, 2006). This is perhaps not surprising: even if functional load does influence the probability of phoneme loss, many other systemic and phonetic (Blevins, 2004; Labov, 1994) as well as social (Labov, 2001) factors also influence sound change. As a consequence, we would expect to find many individual ‘exceptions’ to the functional load hypothesis even if functional load does contribute significantly to the course of sound change. Testing the functional load hypothesis requires a larger sample of data in which effects can be assessed statistically.

In this paper, we present the first such analysis of a dataset comprising a large number of phoneme mergers from a diverse set of languages. We show for the first time...
that simple measures of functional load within a system of phonemes do significantly predict patterns of phoneme merger, and that this effect is in the hypothesized direction: the greater the contribution a pair of phonemes makes to word differentiation, the less likely those phonemes are to merge over the course of language change. Further, we show that in the case that a phoneme pair does not distinguish many words, phoneme probability is a significant predictor of merger.

2. Corpus study

2.1. Database

The rate of phoneme merger over the course of language change tends to be low, with the result that often only a small number of historically recent phoneme mergers are attested in related variants of any given language. Consequently, in order to obtain enough data for statistical analysis, we pooled data from multiple languages. The languages represented in the dataset are English (Received Pronunciation and Standard American), Korean, French, German, Dutch, Slovak, Spanish, and Hong Kong Cantonese. Each language is represented by a phonemically-transcribed word list from a published corpus. Inflected forms are listed separately (for all languages except Korean) and are associated with token frequencies from their source corpus. No grammatical or function words were included in the dataset. A summary of the contents of the database is presented in Tables 1 and 2.

For each of these languages, at least one diachronically-recent phoneme pair merger has been reported in the literature in an otherwise phonemically similar dialect of the language. Assessing a correlation of functional load with phoneme merger probability requires a comparison between phoneme pairs that have merged (historically, or in some dialect of a language) and those that have not. Because phonemes that merge tend to be phonetically similar (Labov, 1994, ch. 11) we limited the comparison set of non-merged phoneme pairs to pairs which differ in only one phonological feature such as voice or place of articulation. The comparison set for consonant mergers was further limited to unmerged consonant–phoneme pairs for the language, and likewise the comparison set for vowel mergers was limited to unmerged vowel-pairs.

The dataset consists of 18 such comparison sets of phoneme pairs where each phoneme pair in each comparison set is coded as “Merged” if it has merged in some phonemically similar dialect of that language, and “Unmerged” if not. In total, the dataset contains 56 phoneme pairs that have merged, and 578 that have not.

2.2. Predictor variables

There are many possible operationalizations of the notion of functional load (Hockett, 1967; Kaplan, 2011; King, 2017; Silverman, 2010; Surendran & Niyogi, 2006), differing in relation to unit size, role of frequency, word-category and other variables. A particularly simple measure is the number of lexical minimal pairs in a corpus that are distinguished by a phoneme contrast. Martinet (1952) and Hockett (1995) proposed that word frequency should be taken into account as well, and Hockett (1967), Surendran and Niyogi (2003), and Surendran and Niyogi (2006) described a general framework for assessing functional load of phonemic contrasts in terms of system entropy at varying levels of analysis. At the word level, we compare the number of minimal pairs in the corpus defined by a phoneme pair to the change in word-level entropy of the corpus upon merger of the phoneme pair (Surendran & Niyogi, 2006). Similarly, at the phoneme level we compare phoneme probability in a corpus to change in the phoneme-level entropy upon merger of the phoneme-pair (Hockett, 1967). Individual phoneme probabilities \( p(\phi_i|C) \) are calculated by the formula in Eq. (1), where \( \phi_i \) is a phoneme, \( f(\phi_i) \) is its frequency-count in the corpus, assessed at either the word-token or -type level, \( C \) is the relevant corpus, and \( \Phi \) is the set of all phonemes in that corpus. We tested the predictive value of the higher-probability member of the phoneme pair separately from the lower-probability member of the pair, as well as the sum of their probabilities (Eq. (2)), and the ratio of the probability of the lower-probability phoneme of the pair to the higher (Eq. (3)). Further, we tested these phoneme probability factors with phoneme counts per word type and word token in each corpus. The results we report here use the natural logarithm of these probabilities in the model-fitting analyses, but the untransformed measures provide the same basic results. As discussed below, the formulations of phoneme probability based on the higher-probability phoneme of the pair were superior to the others, and the model reported below uses the natural logarithm of the token-based probability of the higher-probability member of the phoneme pair.

\[
p(\phi_i|C) = \frac{f(\phi_i)}{\sum_{\phi \in \Phi} f(\phi)} \quad (1)
\]

\[
p(\phi_{\text{low}}|C) + p(\phi_{\text{high}}|C) = \frac{f(\phi_{\text{low}})}{\sum_{\phi \in \Phi} f(\phi)} + \frac{f(\phi_{\text{high}})}{\sum_{\phi \in \Phi} f(\phi)} \quad (2)
\]

\[
p(\phi_{\text{low}}|C) = \frac{f(\phi_{\text{low}})}{\sum_{\phi \in \Phi} f(\phi)} \times \left(\frac{f(\phi_{\text{high}})}{\sum_{\phi \in \Phi} f(\phi)}\right)^{-1} \quad (3)
\]

Hockett (1967) and Surendran and Niyogi (2006) described a general framework for assessing functional load of phonemic contrasts in terms of the change in system entropy at any level of analysis upon loss of a phoneme contrast. Based on information theoretic methods introduced by Shannon (1948), this approach assumes that a language can be described as an infinite sequence of phonemes, and

---

1. Because the American and British-based English phoneme inventories are distinct they each contribute independent comparison sets.

2. Further details concerning the composition of the database are provided in an Online appendix.
that a corpus is a sample of this sequence. Following Surendran and Niyogi (2006), we calculated the change in entropy of the corpus upon phoneme merger at both the phoneme and the word level. The entropy $H$ of the corpus $C$ can be used as an estimate of the entropy of the language, as in Eq. (4), where $x$ is an element from the set $X$, and $p(x)$ is the measured probability of the element $x$ in $C$. To calculate the entropy at the phoneme level, $X$ is simply the set of phoneme types in the corpus, while for example to calculate the entropy at the word level, $X$ is the set of word types in the corpus.

$$H(C) = - \sum_{x \in X} p(x) \log_2 p(x)$$  \hspace{1cm} (4)

The change in entropy of the corpus upon loss of a phoneme contrast $a \sim b$, $\Delta H(C_{a,b})$, is given in Eq. (5), where $H(C_a)$ is the entropy of the corpus measured at some level $X$, while $H(C_{a,b})$ is the entropy calculated with all phonemes $a$ and $b$ merged by replacement with a single symbol.

$$\Delta H(C_{a,b}) = H(C_a) - H(C_{a,b})$$  \hspace{1cm} (5)

When measured at the phoneme level, phoneme merger necessarily results in a change in system entropy because each phoneme has some probability in the corpus. However, when measured at some higher level, such as the word, phoneme merger results in a change in system entropy only if that phoneme contrast distinguishes elements at that level. As an example, if a phoneme contrast distinguishes no minimal word pairs in the corpus, its merger will not result in a change in system entropy at the word level.

We compare the minimal pair and phoneme probability measures to the word- and phoneme-level entropy.
measures, respectively, because while they are comparable in their levels of analysis they differ in the degree to which properties of the system as a whole are taken into account. The minimal pair and phoneme probability measures are local in the sense that they do not depend on the number or probability of other word or phoneme types in the system. The entropy measures do take these relationships in the rest of the system into account, and as such the two types of measures imply different models for mechanisms underlying an effect of functional load on phoneme merger. While a thorough analysis comparing the predictive power of other functional load measures is beyond the scope of this short report, the general pattern of results reported here holds for most of the formulations we have investigated.

2.3. Results

In this section, we report a hierarchical (or mixed-effects) logistic regression model (Baayen, 2008; Gelman & Hill, 2007; Jaeger, 2008). The grouping factor (i.e., random effect) in the hierarchical model is phoneme comparison set, defined above in Section 2.1. It is possible to treat this factor as nested within levels of language/corpus. However, neither this nor other reasonable random effect structures, including random slope effects, improved on a basic model with a random intercept for phoneme comparison set as assessed by model selection based on AIC, BIC, and likelihood ratio tests. We therefore report the fixed effects only from this simpler model. The use of a hierarchical model is preferred for this kind of structured data, and the fact that this model represents “partial pooling” of results across comparison sets and languages makes our results more generalizable than simple logistic regression (Gelman & Hill, 2007) and therefore should be fairly robust against the heterogeneous nature of the languages and corpora.

The primary predictor variables (minimal pair counts and phoneme probabilities) were centered and standardized prior to model-fitting. The fixed effects in the final model are presented in Table 3, but several steps were taken to arrive at this model. First, we fit a simpler model with no interaction between minimal pair counts and phoneme probabilities. In this model, both predictors are significant, in opposite directions: the more minimal pairs distinguished by the phonemes, the less likely merger is ($\beta = -3.55$, $z = -3.93$, $p < 0.001$), but the more probable the phoneme, the more likely merger is ($\beta = 0.71$, $z = 3.65$, $p < 0.001$).

In exploring this model, we found that a straightforward linear interaction between these two variables proved non-significant ($p = 0.462$), but closer inspection revealed that there was an abrupt shift in the effect of phoneme probability between the pairs distinguishing no word minimal pairs vs. those with minimal pairs. In the model presented here, this is captured by including a dichotomous predictor with the levels ‘minimal pairs’ and ‘absence of minimal pairs’, which is allowed to interact with phoneme probability. This complication to the model is justified by both a $\chi^2$ likelihood ratio test ($\chi^2 = 7.42$, $df = 2$, $p = 0.025$) and the fact that the interaction is significant in the model (as seen in Table 3).

We also established that the probability of the higher-probability of the phoneme pair was a better predictor than alternatives such as the probability of the lower-probability member, the summed probability of the pair, or their ratio. This was tested by fitting superset models which included both the higher-probability predictor and the competing predictor, and comparing those models to subset models that included either the higher-probability predictor or the competitor. In each case, $\chi^2$ likelihood ratio tests confirmed that the superset model did not predict better than the model in Table 3 (all $p$’s $> 0.20$), but did predict better when the higher-probability phoneme probability variable was replaced by a competitor (for

### Table 2

**Summary of the corpora from which data were taken.**

<table>
<thead>
<tr>
<th>Language</th>
<th>Corpus</th>
<th>Corpus size</th>
<th>Data sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>English (RP)</td>
<td>CELEX (Baayen et al., 1995)</td>
<td>52,447</td>
<td>Words from dictionaries; frequencies from written American English texts</td>
</tr>
<tr>
<td>English (American)</td>
<td>CMU pronouncing dictionarya</td>
<td>NA</td>
<td>Dictionaries; dictionaries of proper names</td>
</tr>
<tr>
<td>German</td>
<td>CELEX (Baayen et al., 1995)</td>
<td>51,728</td>
<td>Frequencies from newspapers, fiction and non-fiction books, and transcribed speech</td>
</tr>
<tr>
<td>Dutch</td>
<td>CELEX (Baayen et al., 1995)</td>
<td>124,136</td>
<td>Dictionaries; fiction and non-fiction books</td>
</tr>
<tr>
<td>French</td>
<td>Lexique (New et al., 2001)</td>
<td>53,082</td>
<td>Novels; film subtitles</td>
</tr>
<tr>
<td>Spanish</td>
<td>Spanish Gigaword 3rd Edition (Mendonça et al., 2009)</td>
<td>NA</td>
<td>Newswire text data</td>
</tr>
<tr>
<td>Slovak</td>
<td>Slovak National Corpus (Šimková, 2006)</td>
<td>NA</td>
<td>Newspapers; books; other written texts</td>
</tr>
<tr>
<td>Korean</td>
<td>Korean Academy Database (Lee, 2006)</td>
<td>58,437</td>
<td>NA</td>
</tr>
<tr>
<td>Cantonese (Hong Kong)</td>
<td>Hong Kong Cantonese Corpus (Leung &amp; Law, 2009)</td>
<td>NA</td>
<td>170,000 Phone-in radio programs</td>
</tr>
</tbody>
</table>

* a CMU pronouncing dictionary lacks frequency information. Frequencies for this dataset were taken from CELEX.
* b Content words only, identified automatically by TreeTagger (Schmid, 1995).
the lower-probability variable: $\chi^2 = 23.13$, $df = 2$, $p < 0.001$; for the summed probability variable: $\chi^2 = 7.19$, $df = 2$, $p = 0.027$; for the probability ratio: $\chi^2 = 8.09$, $df = 2$, $p = 0.017$). These results provide evidence that the probability of the higher-probability phoneme in a pair is the more important predictor in this data.

Finally, the predictive value of phoneme probabilities based on word-type or -token counts were not significantly different, and here we present the variable based on the word-token count. The parameters of this final model are the ones given in Table 3. The model supports the basic functional load hypothesis: the negative effect of minimal pairs illustrated in Fig. 1 is consistent with the claim that when a phoneme plays a greater role in distinguishing words, it is more resistant to merger processes. The magnitude of this effect can be interpreted from the coefficients. Because the predictors are standardized, the coefficients in Table 3 are interpreted as the change in the log-odds of merger for a change of one standard deviation in the predictor. In this data set, the mean number of minimal pairs was 218 and the standard deviation was 446. For example, the model says that all else being equal, the probability of merger with 10 minimal pairs is 0.146 (log-odds -1.77), so the probability of merger with (10 + 446=) 456 minimal pairs is 0.006 (log-odds -5.11).

The effect of phoneme probability is more subtle because of its interaction with the presence/absence of minimal pairs. In the model in Table 3, the presence of minimal pairs is taken as the ‘baseline’, and the borderline-significant simple effect of phoneme probability is interpreted to mean that for phoneme pairs which distinguish minimal pairs in the language, phoneme probability does not play a reliable role in predicting merger. However, the significant interaction indicates that where there are no minimal pairs, merger is more likely for higher-probability phonemes. Fig. 2 shows this graphically.

We note that as expected, phoneme probability and number of minimal pairs are positively correlated ($r = 0.31$, $t(632) = 8.28$, $p < 0.001$), as shown by the scatterplot in Fig. 3. In order to rule out the possibility that the model was adversely affected by this collinearity, we residualized the phoneme probability variable on the minimal pair variable and refit the model. The results were virtually identical to those in Table 3, suggesting that collinearity is not a major concern in interpreting the model results.

Having established the model in Table 3, we ask whether entropy-based measures improve the model. We consider two measures of entropy, word-level entropy and phoneme-level entropy, as described in Section 2.2. Because word-level entropy is more correlated with our minimal pairs variable than the phoneme probability variable (0.72 vs. 0.32, respectively), we considered whether word-level entropy could be a more effective replacement

---

**Table 3**

Fixed effects in logistic mixed-effects model. Standard deviation of random intercept = 0.89.

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Estimate</th>
<th>Std. error</th>
<th>z Value</th>
<th>p Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>-3.33</td>
<td>0.43</td>
<td>-7.82</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Minimal pairs</td>
<td>-3.34</td>
<td>0.92</td>
<td>-3.65</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Phoneme probability</td>
<td>0.40</td>
<td>0.23</td>
<td>1.77</td>
<td>0.076</td>
</tr>
<tr>
<td>Absence of min. pairs (binary)</td>
<td>-0.51</td>
<td>0.50</td>
<td>-1.02</td>
<td>0.306</td>
</tr>
<tr>
<td>Phoneme freq. by absence of min. pairs</td>
<td>1.53</td>
<td>0.72</td>
<td>2.11</td>
<td>0.035</td>
</tr>
</tbody>
</table>

---

6 For clarity, this figure excludes observations with extreme values of minimal pair counts.

7 The pattern in Fig. 3 does suggest a reason why the effect of phoneme probability is diminished in the presence of minimal pairs. Above zero minimal pairs, there is an abrupt narrowing of the distribution of phoneme probability to values above around -5 log phoneme probability. In our data, the interaction effect between phoneme probability and the dichotomous minimal pair factor becomes marginal when excluding data below -5 log phoneme probability. Consequently, it is possible that the interaction between minimal pair existence and phoneme probability is a simple by-product of the lack of very low phoneme probabilities given the existence of minimal pairs.
To assess the as has been proposed to account entropy-based model to the superset model. Complicated both our model in Table 3 and the competing en-

Using constituting the entropy variable in place of the competitor in both competitors. We then fit an alternative model substit-

Relative effectiveness, we first fit a superset model including probability and phoneme level entropy (phoneme entropy was significantly better-fitting than the word-entropy model). In the case of word-level entropy vs. minimal pairs, model comparison indicated that the superset model was significantly better-fitting than the word-entropy model ($\chi^2 = 9.61, df = 1, p = 0.002$), but not significantly better than the minimal pairs model without word entropy ($\chi^2 = 0.4, df = 1, p = 0.527$). Similarly, the superset model including both phoneme probability and phoneme level entropy was significantly better-fitting than the phoneme-entropy model ($\chi^2 = 23.7, df = 2, p < 0.001$), but not better than the phoneme probability model without phoneme entropy ($\chi^2 = 3.41, df = 2, p = 0.182$). In summary, entropy-based formulations of functional load at the word level or phoneme level did not improve on the model presented in Table 3.

3. Conclusions

This paper reports the first statistical evidence that the probability of phoneme merger is indeed inversely related to functional load, as predicted for nearly a century. We accomplished this by employing a statistical analysis of a relatively large dataset drawing on a variety of languages, rather than on individual case studies. Within this dataset, we find that the more minimal pairs defined by a phoneme pair, the less likely that phoneme pair is to have merged. These results provide the first clear support for the general intuition behind the functional load hypothesis, which is that merger is less likely between phonemes which contribute more to distinguishing words.

This finding is consistent with models that propose a causal chain linking individual utterances to long-term change in the abstract, sublexical category system of a speech community (Beckner et al., 2009; Blevins, 2004; Blevins & Wedel, 2009; Bybee, 2001; Hay & Maclagan, 2012; Kirby, 1999; Labov, 1994; Ohala, 1989; Pierrehumbert, 2001; Pierrehumbert, 2003; Walsh, Möbius, Wade, & Schütze, 2010; Wedel, 2007). More specifically, Wedel (2004), Wedel (2006), and Wedel (2012), describes a multi-level exemplar model (Walsh et al., 2010) of a general linking mechanism between biased variation in word production/perception events and long-term change in phonetic distributions within sound and word categories. In this model, any mechanism in production or perception favoring phonetically more contrastive tokens of minimal pair members promotes greater phonetic distinction between the phonemes defining that minimal pair across the lexicon. A prediction of this model is that the distinguishing phonemes in tokens of minimal pairs will be produced, on average, with more exaggerated phonetic cues. Consistent with this prediction, a number of studies have shown that phonetic cues to linguistic categories such as syllables and words are enhanced when the uncertainty of that category is greater in context (Aylett & Turk, 2004; Cohen Priva, 2012; Jurafsky, Bell, Gregory, & Raymond, 2001; Kaiser, Li, & Holsinger, 2011; Plantadosi, Tily, & Gibson, 2011; Raymond, Dautricourt, & Hume, 2006; van Son & Pols, 2003). Similarly, Baese and Goldrick (2009) and Peramunage, Blumstein, Myers, Goldrick, and Baese-Berk (2011) report that when read aloud from a list, initial stops in English words that have a minimal pair defined by the voicing of the initial stop (e.g., bat ~ pat) are produced with stronger phonetic cues to stop-voicing. Peramunage et al. (2011) further report that enhancement in the VOT cue to stop-voicing was not significantly predicted by lexical neighborhood density as has been proposed to account for similar findings in read-speech (Munson, 2007; Munson & Solomon, 2004; Scarborough, 2010; Wright, 2004), but see Gahl, Yao, & Johnson, 2012). In support of a specific minimal pair effect on production of phonetic cues, rather than a more general effect of lexical neighborhood density, we tested a variety of neighborhood density factors (see, e.g., Scarborough, 2010) in the model and found no significant predictive effect on merger probability.

When there are few or no minimal pairs distinguished by a phoneme pair, a second finding is that greater phoneme probability, at least for the higher-probability member of the pair, is significantly associated with merger. This is consistent with linguistic evidence (Bybee, 2001; Hay & Maclagan, 2012), and theoretical models (Bybee, 2001; Hay & Maclagan, 2012; Walsh et al., 2010) suggesting that the rate of change in the distribution of cues to lexical and sublexical categories is correlated with frequency of use. We did not find a significant effect of the ratio of probabilities of the members of the phoneme pair as suggested by

---

8 Treating phoneme-level entropy as a competitor to minimal pairs instead produced the same pattern of results as in Table 3, but with a worse AIC, suggesting that it fares no better as a replacement for minimal pairs.

9 Neighborhood density measures are based on the number of lexical items within a string edit-distance of one with respect to the reference item.
models which propose a higher error bias between phoneme categories of divergent frequencies (Pierrehumbert, 2001; Wedel, 2006). However, the relatively small size of the dataset makes it difficult to draw strong conclusions in this regard.

Hockett (1967), followed by Surendran and Niyogi (2003, 2006), note that the change in system entropy upon loss of a contrast is the most direct index of that contrast’s contribution to the overall information transmission capacity of the system (Shannon, 1948) and argue that it is, by extension, the appropriate measure of functional load. In this dataset, however, we find that the more local measures of minimal pair count and relative phoneme probability do a significantly better job of predicting merger. There are two possible reasons for this finding. One is simply that the properties of the corpora on which the dataset is based, in particular their frequency information, may not correspond sufficiently well to the language context during the merger process. The other is that a putative contrast-maintenance mechanism may not directly take the contrast properties of the entire system into account (as is implicit in the use of an entropy-based measure), but instead may operate on the basis of, for example, a more local interaction between individual word (Baese & Goldrick, 2009) and phoneme categories (Pierrehumbert, 2001). We note, however, that any mechanism maintaining contrast at these more local levels will tend to support the information–transmission capacity of the system as a whole.
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